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Communication Policy
It is the communication policy of the American College of Dentists 
to identify and place before the Fellows, the profession, and other 
parties of interest those issues that affect dentistry and oral health. 
The goal is to stimulate this community to remain informed, inquire 
actively, and participate in the formation of public policy and personal 
leadership to advance the purpose and objectives of the College. 
The college is not a political organization and does not intentionally 
promote specific views at the expense of others. The positions 
and opinions expressed in college publications do not necessarily 
represent those of the American College of Dentists or its Fellows.

Objectives of the American College of Dentists
THE AMERICAN COLLEGE OF DENTISTS, in order to promote 
the highest ideals in  health care, advance the standards and 
efficiency of dentistry, develop good  human relations and 
understanding, and extend the benefits of dental health to  the 
greatest number, declares and adopts the following principles and 
ideals as ways and means for the attainment of these goals.

A.	 To urge the extension and improvement of measures 
for the control and prevention of oral disorders;

B.	 To encourage qualified persons to consider a career in dentistry 
so that dental health services will be available to all, and to urge 
broad preparation for such a career at all educational levels;

C.	 To encourage graduate studies and continuing 
educational efforts by dentists and auxiliaries;

D.	 To encourage, stimulate, and promote research;

E.	 To improve the public understanding and 
appreciation of oral health service and its importance 
to the optimum health of the patient;

F.	 To encourage the free exchange of ideas and experiences 
in the interest of better service to the patient;

G.	 To cooperate with other groups for the advancement of 
interprofessional relationships in the interest of the public;

H.	 To make visible to professional persons the extent of their 
responsibilities to the community as well as to the field of 
health service and to urge the acceptance of them;

I.	 To encourage individuals to further these objectives, and to 
recognize meritorious achievements and the potential for 
contributions to dental science, art, education, literature, 
human relations, or other areas which contribute to 
human welfare—by conferring Fellowship in the College 
on those persons properly selected for such honor.
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“Science and technology revolutionize our lives, but 
memory, tradition and myth frame our response.”   
								        – Arthur Schlesinger 

According to philosopher Robert Baker 
morally disruptive innovations are 
those which “undermine established 

moral norms or ethical codes.”1 Arguably, 
Artificial Intelligence (AI) is just such an 
innovation, however, the articles in this issue will 
demonstrate that although disruptive, AI need 
not undermine established ethical codes in 
dentistry. Ethical principles that are foundational 
to the profession of dentistry offer guidance 
and direction that can be applied to reduce 
ethical risks that arise with the introduction 
of AI into practice.  Additionally, the articles 
presented in this issue each touch on one or 
more of the elements identified in the Biden 
Administration’s Blueprint for an AI Bill of Rights. 
That document sets forth five principles to 
guide the use of AI:  Safe and Effective Systems; 
Algorithmic Discrimination Protections; Data 
Privacy; Notice and Explanation; and Human 
Alternatives, Consideration, and Fallback.2 

This issue of eJACD asks the reader to think 
about the present, future, and ethical uses 
of Artificial Intelligence (AI) in dentistry. The 
authors identify relevant issues at play in the use 
of AI more broadly, with specific attention given 
to its role in dentistry. Despite the different foci 
of the essays, each of the authors emphasizes 
the importance of paying attention to the 
human element in the use of AI in dentistry. 

While the focus of these essays centers on 
ethical use of AI in dentistry, they also highlight 
ethical questions in the adoption of AI more 
broadly. If AI is to become integrated in an 
ethically responsible way, adopters of the 
technology must consider its impact and 
goals with respect to human beings, both for 
healthcare providers and the patients they treat. 

Advocating for the ethical use of AI that 
emphasizes humanitarian values plays a central 
role in the ethics of AI more broadly. Luciano 
Floridi and his colleagues describe what they 
call AI4People. Floridi lays out an approach 
that considers both the ethical application of 
AI and what principles ought to be considered 
in its development.3  While the AI4People 
approach considers the ethics of AI broadly, 
Jessica Morely calls for a mindful approach 
to the application of AI within the domain of 
healthcare. She encourages the adoption of 
new technologies, insofar as they enhance 
patient care, but cautions of the ethical risk 
of incorporating data that enhances already 
existing disparities, using information to 
support clinical decisions if the rationale is 
unclear, and the importance of determining 
responsibility in the use of AI technology.4 
The essays in this issue take a similarly mindful 
approach in arguing for the ethical integration 
of AI technology in dentistry. 
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Overview 

Chris Salierno introduces new possibilities within 
AI for dentistry that offer tangible solutions to 
make dental care more efficient and effective for 
the patient, providers and payors. His essay offers 
a clear overview of the function of the technology 
and its potential uses. Finally, he highlights several 
ethical issues that raise questions for incorporating 
AI into dentistry, many of which the other authors 
in this issue explore in greater detail. 

Clara Kim, Alexander Lee, and Hubert K. Chan, 
explore the role of Clinical Decision Support (CDS) 
that can improve diagnosis and recommendations 
for patient care. However, the essay notes the 
importance that providers understand how CDS 
generates patient treatment recommendations 
and that the technology improves the relationship 
between patient and provider, rather than 
replacing it, allowing for a more shared approach 
to decision making. Learning how integrate AI into 
patient care will be a skill that needs to be taught 
to practicing dentists, as well as to future ones. 

Mina Ghorbanifarajzadeh and Terri Dolan turn 
their attention to AI as an essential resource and 
component of dental education. They point to 
AI’s potential for enhancing access to dental 

education, the learning potential of dental 
students and to inform how they provide care 
to their future patients. Ghorbanifarajzadeh and 
Dolan point to the importance of shifting the 
approach to dental education in order that dental 
students are better able to anticipate ethical 
questions around privacy and responsibility. 
When considering the responsibility of dentists in 
using AI technology, it is important that providers 
understand how algorithms are used and what 
the technology is designed to do. In their essay, 
Eric Swirsky and Michael Swirsky note that many 
developments around technology are centered 
around profit motives, and those motives do 
not always generate a benefit for patients. 
They discuss guidelines for a human-centered 
approach to the development of AI and its 
application in dentistry. 

The final original essay in this issue is authored 
by Donald Carter. Carter’s essay focuses on 
questions of access and a potential consequence 
of improved technological use as a means to 
widen already existing disparities particularly in 
rural communities. He encourages that questions 
of justice come to the fore when considering the 
responsible adoption and use of AI technology in 

The Ethics of Integrating AI 
into Dentistry:  Past, Present  
& Future Considerations (cont.)

Nanette Elster, JD, MPH, FACD; Michael McCarthy, PhD, HEC-C 
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dental care. While the decision to incorporate AI 
may benefit current patients, there is the potential 
of harm if future data used within the algorithms 
neglects the information and needs of those with 
already limited access to dental care. 

The final article in this issue is an article published 
in the Journal of the American College of Dentists 
twenty-three years ago, by Lawrence F. Emmott. 
Dr. Emmott’s article focused on integration of 
computers into dental practice.  This serves as a 
perfect complement to the discussion of how to 
adapt to morally disruptive technology introduced 
in dental practice. 

Conclusion
Together, the articles published in this issue look at 
the past, present and future ethical issues of inte-
grating AI into dentistry. More generally, however, 
they allow for reflection more broadly on the ethical 
considerations any time new technology is intro-
duced and implemented in dental practice and ed-
ucation. While the use of AI technology will contin-
ue to create opportunities in dentistry, responsible 
adoption requires consideration of how the tech-
nology improves patient care and fosters a deeper 
sense of trust in these relationships. 
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While the use of AI technology will continue to create 
opportunities in dentistry, responsible adoption requires 
consideration of how the technology improves patient care 
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PERSPECTIVE

We are in the early stages of a rapid proliferation of diagnostic 
tools, treatment modalities, and administrative efficiencies 
in dentistry that will be driven by advancements in Artificial 

Intelligence (AI). Our enthusiasm for adoption must be balanced by 
our steadfast commitment to professional ethics and standards of care.  
AI is a new tool in our hands and, like all technologies, it demands our 
understanding and careful consideration before being put to use.
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Introduction
Imagine a world where dental radiographs, 
intraoral photographs, a CBCT scan, and dig-
ital models are instantly analyzed, completing 
a dental record with existing conditions, po-
tential pathologies, and treatment plan rec-
ommendations. Once the diagnosis and treat-
ment plan are confirmed by the provider, the 
patient’s out-of-pocket expenses are verified 
in real time and the scheduling and payment 
options are presented within moments.  These 
are not wild predictions of what the future may 
hold; advancements in Artificial Intelligence 
(AI) have made these clinical and clerical mar-
vels available today.

Scientific progress with AI has witnessed a 
surge in recent years, permeating virtually ev-
ery industry and redefining the way we per-
ceive and interact with technology. However, 
one sector where its potential is only begin-
ning to be tapped is dentistry. We are in the 
early stages of an AI revolution in healthcare.  
As with previous periods of rapid technological 
progress, our profession must balance adop-
tion with preservation of clinical standards and 
with potential ethical considerations. 

We are in the early 
stages of an AI 
revolution in healthcare. 
As with previous periods 
of rapid technological 
progress, our profession 
must balance adoption 
with preservation of 
clinical standards and 
with potential ethical 
considerations. 
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Types of AI and Their Applications 
in Clinical Dentistry

Artificial Intelligence is a collection 
of technologies and methodologies 
that simulate human intelligence. 
In the realm of dentistry, several 
types of AI have emerged as having 
practical applications and benefits.

Machine Learning (ML) and 
Deep Learning (DL)
Machine Learning involves algorithms that im-
prove automatically through experience. In den-
tistry, ML has been instrumental in predictive 
analytics. By analyzing past patient data, ML can 
predict potential oral health issues, enabling den-
tists to take preventive measures. Deep Learning, 
a more advanced form of ML, uses neural networks 
to analyze vast amounts of data for higher levels of 
accuracy.  A current application of ML and DL al-
gorithms is to assess dental radiographs to detect 
early signs of cavities, periodontal bone loss, and 
alveolar pathologies.1,2

Natural Language Processing (NLP) 
NLP focuses on the interaction between computers 
and human language. A proposed clinical applica-
tion is a chatbot, powered by NLP, answering com-
mon patient questions regarding their care.3

Large Language Models (LLM)
LLMs, like OpenAI’s GPT series, are a type of deep 
learning model that can generate human-like text 
based on the large data sets on which they have 
been trained. In dentistry, LLMs can assist in re-
search by quickly analyzing vast amounts of liter-
ature, identifying trends, and even suggesting po-
tential areas of study.

Since the commercial launch of ChatGPT 3.5 in No-
vember 2022, LLMs have received significant atten-
tion for their ability to automate and enhance vari-
ous clerical and administrative functions, potentially 
improving a person’s work output.4  Dental applica-
tions, such as the ones listed below, are in their infan-
cy and have yet to be verified in the literature.

(a) 	Reading and Interpreting Third Party  
Payer Contracts 

	 LLMs can be employed to read, interpret, and 
summarize complex third party payer con-
tracts. By processing the intricate legal and 
technical language, these AI models provide 
concise, understandable summaries and high-
light key terms, conditions, and obligations. 
This ensures that dental offices can quickly 
grasp the essentials of contracts, aiding in in-
formed decision-making and compliance.

(b) Preparing/Submitting/
Adjudicating Insurance Claims 

	 Insurance claims processing can be intricate 
and time-consuming. LLMs could streamline 
this process by automatically filling out claim 
forms, ensuring accuracy and compliance 
with insurance protocols. They could also 
track and manage claims, providing real-time 
updates on their status, and instantly flagging 
any issues for resolution. The AI’s capability to 
interpret and respond to the feedback from 
insurance companies could ensure that claims 
are adjudicated efficiently.

(c) Creating Marketing Content
	 Dental offices can leverage LLMs to create 

compelling marketing content. From crafting 
personalized patient newsletters to generat-
ing engaging content for social media and 
websites, the AI models can be tailored to 
align with the brand voice and objectives, 
ensuring consistency and relevance in all 
communications.

Dentistry and AI: Ethical Considerations for the Coming Revolution  
Chris Salierno, DDS

PERSPECTIVE
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(d) Creating SOPs
	 Standard Operating Procedures (SOPs) are 

crucial for the efficient and safe operation 
of dental offices. LLMs facilitate the creation 
of detailed, customized SOPs, taking into 
account the specific needs, equipment, and 
workflows of each practice. They can ensure 
that SOPs are clear, comprehensive, and 
compliant with regulatory standards, enhanc-
ing operational efficiency and patient safety.

Ethical Considerations in 
Utilizing AI in Dentistry

The above advancements come with 
a host of ethical considerations that 
both practitioners and developers must 
address to ensure the responsible and 
beneficial application of AI in dentistry.

Data Privacy and Security
Healthcare providers are well-versed in the impor-
tance of securing Protected Health Information (PHI) 
for their patients. Every dental visit, procedure, and 
interaction generates data. From personal details to 
medical histories, dental radiographs to treatment 
plans, the amount of data a dental practice handles 
is immense. Patient data may be stored locally on a 
hard drive, in a device (e.g. intraoral scanner), or it 
may be stored on a cloud computing service. Dental 
manufacturers of hardware and software that cap-
ture PHI and have robust encryption and adhere to 
strict data protection standards.

These standards are no different for technologies 
that make use of AI. In this early stage of develop-
ment, dental practice personnel may seek to ex-
periment with AI platforms that are not yet held to 
the same information security rigor as other health-

care technology. For example, LLMs that are open 
to the public should likely not receive PHI.

Reliability and Accountability
AI is not infallible. There is a potential for errors, 
whether due to flawed algorithms, inadequate 
training data, or system glitches. It is essential for 
dental professionals to be aware of these limita-
tions and use AI as a tool rather than a definitive 
authority. ML and DL image analysis may yield false 
positives or false negatives,5 and LLMs have been 
known to “hallucinate” incorrect answers.6

If we cannot fully rely on the accuracy of AI, then we 
must also consider the question of accountability. 
If an AI system makes an error leading to patient 
harm, who is responsible? Is it the software devel-
oper or the dental professional? 

Bias and Fairness
AI systems are only as good as the data on which 
they are trained. If this data is biased, the AI’s de-
cisions and recommendations will reflect those 
biases. For instance, if an AI system is trained pre-
dominantly on data from a particular ethnic group, 
its accuracy might decrease for patients outside of 
that group. It’s crucial to ensure that AI training data 
is diverse and representative to avoid such biases.

AI is a tool to be used by a human. If that person 
has a particular bias, then it is possible that AI will 
help that person more readily introduce their bias 
in their work; that is to say, the technology does 
not necessarily correct their bias. Mertens et al. 
concluded that while AI-assisted radiographic in-
terpretation can help providers more readily iden-
tify early carious lesions, that improved sensitivity 
also came with an increase in the selection of more 
invasive treatment options.7

Every patient, regardless of their background, de-
serves high-quality dental care. AI should enhance 

If we cannot fully rely on the accuracy of AI, then we must 
also consider the question of accountability. If an AI system 
makes an error leading to patient harm, who is responsible? 
Is it the software developer or the dental professional? 
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Dentistry and AI: Ethical Considerations for the Coming Revolution  
Chris Salierno, DDS
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this principle, not detract from it. Dental practices 
must ensure that AI tools are used to provide equi-
table treatment for all patients. Regular audits and 
reviews of AI decisions can help in identifying and 
rectifying any disparities in patient care.

Human Touch vs. Automation
Dentistry is not just about treating teeth; it’s about 
treating patients. The human touch, the empathy, 
understanding, and rapport that dental profession-
als build with their patients are all critical parts of 
the patient experience. While AI can handle many 
tasks, from diagnostics to administrative duties, pa-
tients may express concerns about increasing au-
tomation in their healthcare journey.8 As with any 
patient concerns regarding our diagnoses, treat-
ment plans, or outcomes of care, dentists should 
encourage healthy discussion.  Regardless of the 
technology we use, we are still bound to the same 
standards of care, the ADA Principles of Ethics and 

Code of Conduct. AI and automation are tools to 
improve quality, consistency, and efficiency; they 
do not replace clinical decision-making.

Conclusion
The dental profession, indeed, all of healthcare, 
stands on the brink of a transformative era. The next 
decade promises unprecedented advancements, 
where AI is not just an auxiliary tool but a core 
component of dental practice, driving efficiency, 
precision, and personalized patient care. Dental 
professionals must remain at the forefront of 
using these tools in clinical decision-making and 
in achieving administrative efficiencies. As with all 
technological advancements, it is imperative to 
navigate their integration with caution, awareness, 
and a deep commitment to ethical considerations. 
Our critical thinking skills and our standards of care 
have not changed; neither should our resolve to 
uphold them.

PERSPECTIVE
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Introduction
Artificial intelligence (AI) is rapidly changing and 
revolutionizing the healthcare and dental com-
munity.  The use of AI is “expected to improve the 
accuracy and efficacy of dental diagnosis, provide 
visualized anatomic guidance for treatment, simu-
late and evaluate prospective results, and project 
the occurrence and prognosis of oral diseases.”1 
The term AI is a general, encompassing term which 
includes machine learning, deep learning, cog-
nitive processing, and natural language process-
ing,2 which are the base of many technologies that 
promise to change our lives for the better. From 
programs that translate patient-doctor communica-
tion into documentation notes to robotic arms that 
precisely place dental implants, one can envision 
the significant and inevitable influence this technol-
ogy du jour will have on the oral health  community.  

While the world has become enamored with AI, 
dentistry has been slow to engage with the technol-
ogy. Several reviews3,4 have consistently arrived at 
conclusions that emphasize their deep-seated and 
multifaceted concerns regarding the ethical use of 
artificial intelligence across various domains.  They 
plea for further research in AI so that the technol-
ogy can be used responsibly in the field. The den-
tal community needs more high-quality literature 
and hands-on exposure to the technology to lead 
the ethical discussion on AI. The potential negative 
consequences of AI technology need to be further 
examined within the established framework, and 
applying this framework to the field of dentistry is 
essential for laying the groundwork for subsequent 
ethical discussions.

AI as Clinical Decision Support
Providers should be reminded that AI is a support-
ive tool, specifically a clinical decision support (CDS) 
system with great potential to expedite the pro-
cess, replace redundancy, and suggest differentials.   
These tools are designed to aid healthcare profes-

sionals, patients, and/or caregivers in making more 
informed decisions. They are often employed to 
learn from analyzing patients’  medical data, and “of 
patients with similar health conditions to recognize 
patterns in clinical data, prognosticate, suggest ev-
idence-based treatment options, diagnose condi-
tions and assist in care planning.”5  The benefits and  
effectiveness of AI-based CDS tools can be used in 
multiple areas within dentistry to reduce variations 
in practice and prevent inappropriate allocation of 
resources. It is imperative to understand that pro-
viders are ultimately responsible to assess validity 
and accuracy while critically evaluating its practi-
cal application and therefore should utilize AI as a 
resource to streamline routine tasks and enhance 
workflow efficiency, but refrain from relying on it 
as a replacement for professional knowledge and 
skills particularly in unfamiliar disciplines. Tingle6 
explains that “AI should always be seen as a tool 
and not as the directing force... To draw a parallel to 
daily life, responsibility for accidents in self-driving 
cars most immediately falls to the licensed driver.  
The practitioner will be held responsible if they ‘fall 
asleep at the wheel’ when using AI.”  As with any 
other tools utilized, the full accountability lies with 
the user especially in cases of error or malfunction.

Ethical Issues in Adopting 
Technology
When incorporating AI technology into their prac-
tices, it will be imperative that providers become 
well-versed in the technical usage. However, it is 
equally important to consider the ethical implica-
tions and repercussions. Without attention to such, 
the damage to patients, the community, and the 
profession will be detrimental. Many have already 
suggested pitfalls of AI technology such as patient 
privacy rights, data safety, various biases in algo-
rithm development, and healthcare disparities/in-
equalities.7-9  The provider has the responsibility to 
fully understand these aspects and remain cogni-
zant to the ethical quandary posed by the utilization 
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of AI technology in patient care, including selection 
bias in algorithm development, the black box ef-
fect, automation bias, and generalizability.10  These 
serve as foundational considerations in the context 
of the continuing conversation on ethical AI usage, 
recognizing that as AI technology sees more exten-
sive application, new questions and challenges will 
inevitably emerge.

Selection Bias
Selection bias in data procurement and algorithm 
development has been discussed as one of the 
major concerns for AI in healthcare.7-9 Concerns 
arise not just from skewed algorithmic outcomes 
resulting from limited and selective training data 
but also from the potential for poor or unreliable 
outcomes for underserved and underrepresented 
patient populations. Inadvertent discrimination 
can emerge when utilizing existing data influ-
enced by societal biases, potentially worsening 
disparities in healthcare. Healthcare practitioners 
should remain wary in recognizing biases rooted 
in developer decisions, societal prejudices in-
grained within systems, and the selective nature 
of training data.11 Promoting responsible AI de-
velopment and its ethical implementation within 
healthcare, both institutionally and at the policy 
level, is of utmost importance and should be part 
of everyone’s responsibility. Active involvement in 
mitigating biases is essential especially to protect 
vulnerable populations.

Black Box Effect
The black box effect refers to complex systems that 
are opaque and uninterpretable, yet whose algo-
rithms generate the results.  Although there are clear 
intentions and designs in initial development, AI 

systems typically lack transparency in the ability to 
provide convincing explanations in their predictions 
and outcomes.7  In healthcare, practitioners may not 
understand nor be able to explain why a particular 
diagnosis or recommendation is given.12  The black 
box effect presents a challenge, as it could erode 
trust in the AI-enhanced healthcare system in the fu-
ture, potentially straining the doctor-patient relation-
ship but also the overall credibility of the healthcare 
industry. The concept of “trust but verify” applies in 
AI as a tool and operates under the assumption that 
providers can trust the product to perform reliably, 
accurately and safely even before the verification 
process. If a poorly developed or explained AI sys-
tem is implemented, then subsequent verification 
steps from practitioners would be untrustworthy and 
of no value. The challenges of AI technology encom-
pass the need for both robust initial design and con-
tinuous validation.  Currently, regulation of AI in the 
United States is still in development as many stake-
holders are rapidly collaborating to further address 
the technology.  While there is an organized effort to 
ensure that appropriate protections and regulations 
are in place, it is essential for practitioners to exercise 
caution and avoid assuming that every AI platform 
undergoes equal levels of thorough research and 
careful development. 

Automation Bias
Automation bias is defined as “the tendency to use 
automated cues as a heuristic replacement for vigi-
lant information seeking and processing.”13 Provid-
ers bear the responsibility of critically analyzing di-
agnosis and/or treatment suggestions from AI while 
also continuously advancing their skills and knowl-
edge. AI technology serves as a clinical decision sup-
port tool while the provider is the ultimate decision 
maker. To prevent excessive reliance on technology, 
providers must maintain vigilance and awareness of 

The dental community needs more high-quality literature and hands-on 
exposure to the technology to lead the ethical discussion on AI. The potential 
negative consequences of AI technology need to be further examined within the 
established framework, and applying this framework to the field of dentistry is 
essential for laying the groundwork for subsequent ethical discussions.
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their own automation bias and risk of CDS failure. If 
decision-making becomes primarily dependent on 
computers or other automated aids, then the human 
provider takes on an observatory role in patient care. 
Excessive dependence on AI tools has the potential 
to endanger patients, as these tools tend to be gen-
erally accurate in most instances but may fail in oth-
ers.10 The provider bears complete accountability 
for any errors or biases that may arise and ultimate 
responsibility for their patients’ care, including errors 
and rare situations that AI technology may not pick 
up.  Consequently, providers must uphold a deliber-
ate and purposeful awareness to closely oversee the 
utilization of AI technology.

 If disparities between a provider’s own assessment 
and AI recommendations arise, despite careful con-
sideration and built-in protected mechanisms, they 
should conduct a comprehensive review of their 
own proficiency and subsequently address poten-
tial adjustments in the algorithm.  Ongoing valida-
tion and monitoring will be crucial in maintaining 
the accuracy and safety for patients and profession. 
Just like other tools, learning and using technology 
requires the user’s responsibility to carefully consid-
er all aspects: benefits, risks and alternatives. One 
systematic review advocates the inclusion of hu-
man values when creating, deploying, and revising 
technology.14  Human intention must be purpose-
ly integrated into AI as the technology’s intentions 
mirror that of its creators. 

AI Role in Healthcare
It is important to remember that while AI can sup-
port certain aspects of patient management and 
treatment, it cannot account for the subtlety of hu-
man-to-human interaction and relationships inte-
gral to healthcare. Social determinants of health, 
as well as factors like race, gender, and cultural as-
pects of patients, represent just a few of the mul-
tifaceted considerations that require thoughtful 

implementation in healthcare delivery to address 
the complex and dynamic needs.15 As AI technol-
ogy becomes increasingly and equally accessible 
to the general population, providers must be ac-
countable for educating, engaging in discussions, 
and effectively communicating with patients. Pa-
tients will exhibit knowledge acquired from AI us-
age and expect higher level discussions and en-
gagement from their providers.  In turn, oral health 
providers will be responsible for substantiating, 
rationalizing, and clarifying their suggestions to 
patients through a communication founded on 
trust and a shared decision-making process. Pro-
viders must take great care in this relationship so 
as not to discredit the knowledge gained from AI 
usage but rather to acknowledge the autonomy of 
the patient to independently trust and verify their 
sources of information. Optimal healthcare deliv-
ery results from the respective alignment of both 
patient and provider autonomy in making treat-
ment choices for the best outcomes.

Conclusion
AI technology is an emerging, exceptional tool 
that can enhance practitioners’ lives, much like 
various other innovations that have improved our 
daily work.  Although it may cause some skepticism 
among dental providers regarding its uncertainty 
and inherent biases, it is essential to maintain a pos-
itive and vigilant attitude toward AI which inevitably 
will mature to promote interactive, “human-tech-
nology collaboration”.1 AI usage in oral health is 
currently limited to specific areas where a trained 
model can provide insights to help answer a partic-
ular clinical question. As more use cases are identi-
fied and more data are gathered, AI technology will 
rapidly advance. Conscientious ethical examination 
and elevated standards for providers are now more 
critical than ever to prevent undesirable outcomes.
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Introduction
The ever-evolving landscape of healthcare deliv-
ery and technological advancement provides an 
opportunity to incorporate Artificial Intelligence 
(AI) into dental education. In an era where digital 
literacy and critical thinking are paramount, edu-
cators must guide the next generation of dental 
professionals in the judicious use of AI, augment-
ed intelligence (AuI), and other technologies to 
support teaching, learning, and the improvement 
of care delivery.1 AI is not a tool to replace dentists, 
but to augment and enhance clinicians’ ability to 
provide precise, consistent, and appropriate care 
to patients.2 Dental professionals will increasingly 
engage with technology as part of healthcare de-
livery. This paper focuses on the opportunity, and 
some would say the imperative, to integrate AI 
into dental pedagogy, elucidate its applications, 
delve into potential challenges, and underscore 
the opportunities it presents to enhance equitable 
health outcomes. 

Dental education has a rich history of adapting to 
technological advancements. From the introduction 
of radiography to the adoption of digital health re-
cords, the profession has embraced innovations to 
enhance the quality and efficiency of care provided 
to patients. Recognizing these trends, the Commis-
sion on Dental Accreditation (CODA) Predoctoral 
Standards include the “application of technology” 
in enhancing patient care and transforming the cur-
riculum, including theoretical courses and clinical 
instruction.3  AI is the latest frontier in this ongoing 
evolution, with the potential to revolutionize dental 

education. Dental AI applications are already com-
monly used in prosthodontic CAD-CAM workflows, 
orthodontic aligner therapies, and segmentation of 
airways in cone-beam computed tomography sys-
tems, to name a few.2 Educators are just beginning 
to explore ways to use AI to create personalized 
learning that enables health professions students 
to build on existing knowledge and customize the 
learning experience to develop new competencies 
and use self-directed and lifelong learning.  

Personalized Learning 
One of the most transformative applications of AI 
in dental education will be personalized learning. 
AI-driven algorithms can tailor the educational ex-
perience to the unique needs, knowledge gaps, 
and preferences of individual students.1 These ap-
plications could range from learning anatomy and 
physiology to radiographic interpretation and clin-
ical practice guidelines to the development of psy-
chomotor skills and surgical skills. AI can provide 
customized learning materials, assignments, and 
assessments by analyzing student performance, 
learning styles, and pace. This personalized ap-
proach is expected to enrich the learning experi-
ence, while also optimizing knowledge retention 
and comprehension.4

As these technologies develop, AI’s ability to en-
able the adaptation of curricula and instruction 
to individual learning styles will be invaluable in 
addressing the diverse needs of dental students. 
Some students may excel in traditional classroom 

 AI is the latest frontier in this ongoing evolution, with the potential 
to revolutionize dental education. Dental AI applications are 
already commonly used in prosthodontic CAD-CAM workflows, 
orthodontic aligner therapies, and segmentation of airways in 
cone-beam computed tomography systems, to name a few.2
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settings, while others may require a more visual or 
interactive approach to grasp complex dental con-
cepts. “Personalized teaching and learning” will be 
supported by having AI systems provide tailored 
content, enhancing the overall learning experi-
ence.4 Moreover, the adaptability of AI enables 
students to progress at their own pace, allowing 
those who grasp concepts quickly to move ahead, 
while providing additional support to those who 
need it. Technology can be used to assess learn-
ing gaps from a student’s undergraduate experi-
ence, enabling a student-centered pace to learn 
skill development tailored to the student. Rather 
than the current “lock step” approach to dental 
education currently used by most dental schools, 
personalized and true competency-based edu-
cation would enable the opportunity for acceler-
ated study for subgroups of students, potentially 
decrease the cost of education, or facilitate the 
tracking of some students into more specialized 
areas of study. At the same time, personalized as-
sessment can also be used to identify the need for 
remediation or focused attention on a particular 
topic, skill, or ability.  A more personalized, learn-
er-centered, competency-based, AI-enabled den-
tal education requires adaptation of accreditation 
standards, rigorous evaluations, appropriate data-
bases to track student progress, digitized learning 
resources, and open-minded and trained faculty 
and administrators.  

Hands-On Learning, Redefined
AI-driven simulators and models offer an innova-
tive way to provide dental students the opportu-
nity for psychomotor skills development and as-
sessment in a safe environment that eliminates 
potential harm to patients being treated by inex-
perienced clinicians. Virtual environments allow 
students to practice a wide array of dental proce-
dures, reducing the chances of patient harm. AI-
based simulations replicate diverse clinical sce-
narios, enabling students to hone their skills and 

decision-making abilities.5 Furthermore, AI can 
provide real-time feedback, fostering continuous 
improvement in the learning process.6

The integration of AI-driven simulations and mod-
eling into dental education has the potential to 
transform the way students gain practical experi-
ence. Traditionally, dental students rely on patients 
for their clinical training, which can be challenging 
due to factors including patient availability, ethical 
considerations, and the variability in patients’ cases. 
AI-driven simulations provide a standardized and 
controlled environment for students to practice 
and learn from their mistakes without putting actual 
patients at risk.5,6

These simulations can replicate a wide range of 
dental procedures, from routine cleanings to com-
plex surgeries. The advantage of AI in this context 
is that it can adapt the complexity of simulations to 
the skill level of the student, gradually increasing the 
difficulty as they become more proficient. This adap-
tive learning approach ensures that students are ad-
equately prepared for real-world clinical scenarios.

AI for Clinical Decision Support 
AI technologies can serve as medical devices that 
support clinical decision-making, enhancing the 
diagnostic and treatment planning processes.7 
Dental students can benefit from AI systems that 
leverage extensive datasets and machine learning 
algorithms to offer evidence-based recommenda-
tions in the more consistent and precise identifica-
tion of clinical findings. The Food and Drug Admin-
istration as of June 2023 has cleared more than 521 
AI-based medical devices since 2010, which sup-
port clinical decision-making across healthcare.8 As 
the algorithms and user interfaces become more 
sophisticated these possibilities will become more 
real. 

In dental education, clinical decision support sys-
tems powered by AI have the potential to improve 
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AI-driven simulators and models offer an innovative way to 
provide dental students the opportunity for psychomotor skills 
development and assessment in a safe environment that eliminates 
potential harm to patients being treated by inexperienced 
clinicians. Virtual environments allow students to practice a wide 
array of dental procedures, reducing the chances of patient harm.
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the quality of care provided to patients significant-
ly. These systems can analyze patient data, such 
as medical histories, radiographs, and treatment 
plans, to assist students and practicing dentists in 
making more accurate and consistent decisions.7 
AI’s ability to process vast amounts of data quick-
ly can aid in diagnosing conditions and identifying 
potential treatment options, taking into account the 
latest research and best practices.

Moreover, AI can help students refine their critical 
thinking skills by presenting them with cases that 
require careful consideration and synthesis of the 
information as they develop treatment recommen-
dations.9 By working through these cases with AI 
guidance, students can develop better decision 
making skills with a deeper understanding of com-
plex dental conditions and their management.

Challenges and Opportunities
Although the integration of AI into dental educa-
tion is rife with possibilities, it also raises ethical and 
practical dilemmas.10 Privacy concerns, data secu-
rity, and the responsible use of AI are paramount 
issues that require meticulous consideration.9,10 
Educators, as well as manufacturers of AI-enabled 
software and other medical devices, must ensure 
that AI algorithms are unbiased and do not contrib-
ute to the persistence of healthcare disparities.

Ethical considerations are fundamental when inte-
grating AI into dental education. AI systems can 
potentially access and analyze sensitive patient 
data, raising concerns about data privacy and se-
curity. To address this, educators and institutions 
must establish stringent protocols for data han-
dling, storage, and access. Compliance with rele-
vant laws and regulations, such as the Health In-
surance Portability and Accountability Act (HIPAA) 
in the United States, is crucial to ensure patient 
privacy and data security.8-10

Additionally, educators should familiarize them-
selves with how to create unbiased models and 

know what questions to ask of creators, manufac-
turers, and distributors. AI systems are only as un-
biased as the data on which they are trained, and 
historical disparities in healthcare data could per-
petuate existing inequalities. Dental educators will 
have a significant impact on how AI systems are 
used to promote fairness and equity in patient care.

Academic institutions must address the resource 
constraints and invest in necessary infrastructure 
and faculty training to effectively implement AI.11 
While this may pose challenges, the opportunities 
for improving dental education through AI are sub-
stantial. AI enables the potential to democratize ac-
cess to quality dental education by making learning 
materials more accessible and affordable.

The implementation of AI in dental education 
comes with costs, both in terms of infrastructure 
and faculty training. AI systems require significant 
computational power and data storage capabili-
ties; institutions need to invest in these resources 
to fully harness the potential of AI in education if 
they want to build the algorithms on-premise. Al-
ternatively, companies are building these prod-
ucts to be cloud-based and would thus take on 
those expenses. Additionally, faculty members 
must be trained to integrate AI into their teach-
ing methods and utilize AI-driven tools effectively; 
new competencies need to be integrated into the 
curriculum.10,11 Training is essential to ensure that 
educators can guide students through the AI-en-
hanced learning experience. Accrediting bodies 
must adapt their approach to assessing institu-
tional and educational quality when evaluating 
innovative programs or organizations playing a 
leadership role in the adoption of technology to 
advance health professions education. 

The long-term potential benefits of adopting tech-
nology-enabled education are substantial. AI has 
the potential to democratize access to dental ed-
ucation teaching materials for interested students. 
The cost of dental education, including tuition, 
materials, and clinical training, can be a significant 
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financial burden for students. AI can help lower 
these costs by providing online resources, virtual 
simulations, and personalized learning experiences 
that reduce the need for expensive textbooks and 
equipment.7 This, in turn, can make dental educa-
tion more accessible to a broader and more diverse 
group of aspiring dental professionals.

Furthermore, the education space has changed sig-
nificantly post-COVID-19, and remote learning has 
become more acceptable.7 AI-driven education 
can reach students in remote or underserved areas 
where traditional dental education programs may 
be lacking.8 By providing access to high-quality ed-
ucational content online, AI can bridge the gap in 
dental education and ensure that students from all 
backgrounds have the opportunity to pursue a ca-
reer in dentistry. This inclusivity can lead to a more 
diverse and representative dental workforce, which 
is crucial for addressing oral health disparities in 
underserved communities.

Conclusion
The integration of AI into dental education is not 
merely a choice but an imperative in our rapidly ad-
vancing digital age, often referred to as the fourth 
industrial revolution.12 Dental educational institu-
tions should equip the next generation of dental 

professionals with the skills to harness the potential 
of AI.1 By integrating AI into the educational pro-
cess, and we can ensure that our students become 
proficient clinicians and responsible digital citizens.

AI has the potential to revolutionize personal-
ized learning, offer realistic hands-on experiences 
through simulation and modeling, and provide in-
valuable clinical decision support. While challeng-
es such as ethical considerations and resource 
constraints must be addressed, the prospects for 
improving dental education through AI are vast.

As the current generation of dentists inspires and 
educates the next generation of clinicians, it is our 
responsibility to embrace innovation, actively eval-
uate and promote the application of AI into dental 
education and practice, and prepare students for 
a future where technology is inextricably incorpo-
rated into dentistry. By doing so, we can create 
a more equitable and effective dental education 
system, ultimately benefiting patients and society 
as a whole.

AI in dental education is not a fleeting trend but a 
transformative force shaping the future of health 
professions education and clinical care delivery. 
This transformation is necessary to ensure that AI 
is a valuable tool for the next generation of dental 
professionals.

As the current generation of dentists inspires and educates the next 
generation of clinicians, it is our responsibility to embrace innovation, 
actively evaluate and promote the application of AI into dental education 
and practice, and prepare students for a future where technology is 
inextricably incorporated into dentistry. By doing so, we can create 
a more equitable and effective dental education system, ultimately 
benefiting patients and society as a whole.
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Introduction
Artificial Intelligence (AI) is evolving and has al-
ready infiltrated the healthcare system, including 
the dental industry from chairside applications to 
insurance claims handling. First described in 1956 
by John McCarthy, the premise for the creation 
of an artificial intelligence (AI) was based on the 
presumption that “every aspect of learning or any 
other feature of intelligence can in principle be so 
precisely described that a machine can be made to 
simulate it.”1 Decades later as computational pow-
er, machine learning frameworks, and our under-
standing of neural networks and intelligence have 
evolved, the realization of AI today provides den-
tistry, and health professions at large, with a host 
of tools that come with their attendant questions of 
use, usefulness, and users. There are many reliable 
and some not-so-reliable chairside applications of 
AI impacting diagnosis, imaging, and treatment 
planning, and there are major challenges in tech-
nical and ethical aspects including the possibility of 
bias, accessibility, and poor data quality.2

The shift to machine leaning and use of advanced 
algorithms in the 2000s brought AI into dental di-
agnostics.3 With the development of CAD/CAM 
systems for labs and offices, technological ad-
vancements in machine learning, database tech-
nology, and other algorithmic advances, there are 
now many chairside applications for AI. These ad-
vanced algorithms were designed to learn patterns 
from large data sets, leading to more sophisticat-
ed applications. For example, AI algorithms have 
been developed to enhance the quality of imaging 
by improving contrast, reducing noise, and provid-
ing overall better visualization detailed images for 
accurate diagnosis. AI analysis promises the early 
identification of dental caries, with ability to detect 
early changes in tooth density, leading to early in-
tervention and prevention. While machine learning 
and caries detection looks promising, there remains 
some questions as to its accuracy. Without clinical 
exam findings and patient history and risk factors 

this technology should be considered adjunct to a 
dentist’s radiographic analysis.4,5

Plausible Deniability of  
Algorithmic Bias
These technologies, like others, create new deci-
sions and decision points for patients, providers, 
and other stakeholders. The fact that practical and 
ethical challenges result from the proliferation of 
novel technologies in healthcare environments is 
not a new phenomenon. These applications of sci-
ence are shared valued entities—they are at once 
inculcated with the values of their creators, but 
also develop their own identities that may not be 
compatible with human factors or clinical values.6 
Despite progress, many stakeholders are still wait-
ing for Godot; however, the business case remains 
a primary driver of health information technology 
adoption, and the values of the c-suite reign over 
those of patient and provider.7,8

Private enterprise and profit motive are hallmarks 
of the new medical industrial complex, which trans-
forms human beings from patients to consumers 
to claimants—and health information technology 
is among its chief instrumentalities.9 Through tech-
nological innovation, ends are transformed into 
means as it focuses upon the instrumental value 
of patients as consumers of a product or service.10 
This type of objectification of patients has led to 
documented disparities in the name of cost-con-
tainment, with dentistry being among the practice 
areas where racial and ethnic minorities have the 
greatest needs and abilities to benefit.11 These 
disparities are exacerbated by algorithmic bias 
of health information systems, defined as, “the in-
stances when the application of an algorithm com-
pounds existing inequities in socioeconomic status, 
race, ethnic background, religion, gender, disability 
or sexual orientation to amplify them and adversely 
impact inequities in health systems.”12
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There are many reliable and some not-so-reliable chairside 
applications of AI impacting diagnosis, imaging, and 
treatment planning, and there are major challenges in 
technical and ethical aspects including the possibility of 
bias, accessibility, and poor data quality.2
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Recent class action lawsuits filed against Cigna 
Corporation and Cigna Health and Life Insurance 
Company in California13 and Connecticut14 Fed-
eral District Courts are illustrative of the effects of 
corporatized health information technology. The 
complaints filed against Cigna, one of the largest 
insurers in the United States, allege that the insur-
er violated state and federal consumer protection 
laws by leveraging AI to deny medically necessary 
claims en masse intentionally and systematically, 
and without any meaningful review by physicians. 
Cigna’s AI, called PxDx (“procedure-to-diagnosis”), 
is an automated system that reviews claims in large 
batches for pre-set approval criteria. Using this 
system, for example, Cigna was able to deny over 
300,000 claims, reviewing each in approximate-
ly 1.2 seconds—far more efficiently than a human 
agent could—and calling accuracy, accountability, 
and transparency into question. These lawsuits will 
test whether algorithmic denial of claims meets 
the same fiduciary standards as human physicians 
hired by Cigna to review and deny claims,13,14 and 
the outcomes will ripple to impact other stakehold-
ers, such as subscribers to Medicare Advantage 
plans that have also utilized algorithms to system-
atically deny claims.15

Given the interests involved, the impacts from these 
and similar cases will be significant. Denial of claims 
is capture of capital and profitable. It is an old trope; 
however, there is little need to change when as few 
as 0.2% of insured patients appeal denied claims.16 

Healthcare providers continue to acquiesce, partic-
ipate in, and profit from these business practices. 
The ADA Principles of Ethics and Code of Conduct 
allows dentists to “exercise reasonable discretion 
in selecting patients for their practices,” if they do 
not reject patients based on “race, creed, color, 
gender, sexual orientation, gender identity, na-
tional origin or disability.”17 The discretion of some 
dentists has allowed for financial influences of in-
surance claim adjudication upon the dental prac-
tice that has gone beyond denial of claims and into 

unilateral disallowance of treatment that interferes 
with clinical judgment and patient autonomy.18 The 
discipline of dentistry has not taken a firm stance 
on these contractual practices, to the dismay of 
some,19 and dentists already profit from cost-con-
tainment strategies that the Institutes of Medicine 
recognized as exacerbating inequities11 regardless 
of any algorithmic interference.

When clinical processes are automated, they can 
algorithmically replicate or amplify human bias 
against protected groups.20 This algorithmic bias 
challenges a healthcare system that lacks clear eth-
ical standards of fairness, suffers from poor contex-
tual specificity due to systemic inequities embed-
ded in datasets and system architectures, and does 
not always understand how the black box produced 
its outcome.12 Black box medicine, “the use of 
opaque computational models to make decisions 
related to health care,” is characterized by its abili-
ty to capture complex biological relationships that 
few can explicitly understand or explain.21  Machine 
learning models can also be deliberately trained to 
mask training data to hinder detectability, thus cre-
ating plausible deniability, of intentionally biased 
algorithms or unfair business practices.22,23 Insidi-
ous business practices could be difficult to detect if 
these practices are exploited; however, bias is also 
perpetuated by electronic health record data con-
taining incomplete or poor quality data that lack 
representation of medically underserved popula-
tions and exacerbate systemic, social, and health in-
equity bias.24  While, bias detection should be a part 
of any deliberative healthcare AI decision-making 
process, the current regulatory atmosphere is a 
typical patchwork that balances market forces and 
typical consumer protections that do not consis-
tently attend to systemic inequities, if at all.25 The 
Algorithmic Accountability Act was proposed in the 
116th Congress to address concerns about AI integ-
rity, discrimination, and oversight; however, the Act 
did not become law.26
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Guidelines for Development of AI
In a weak regulatory environment, professional 
values of stakeholders can be a powerful driver 
of ethical technology proliferation. Professional 
guidelines and recommendations exist, and they 
generally recommend a human-centered approach 
that includes deliberate processes for decision-
making that consider human factors, systemic 
contexts, and clinical concerns.24,27-29 A recent 
scoping review of guidelines and quality criteria 
identified six comprehensive phases for AI-based 
predictive model development that include:

Phase 1: data preparation, collection, and 
checking to specify medical problems 
and contexts; ensure compliance with 
relevant confidentiality and privacy 
regulations; sufficiency of data sample size, 
representativeness, and quality; appropriate 
preprocessing for consecutive phases, and; 
application of relevant coding standards.

Phase 2: development if the predictive 
model for prediction performance, 
interpretability, and end-user familiarity; AI 
parameter training; internal validation and 
calibration; and measures to identify and 
prevent bias, improve generalizability, and 
facilitate transparency.

Phase 3: validation of model performance 
when applied to external data, and 
generalizability to new settings.

Phase 4: development of interoperable 
software applications that comply with 
coding standards and organizational 

infrastructures; reflect standards of human-
computer interaction, inclusiveness, 
useability, and digital literacy; and facilitate 
updates, monitoring, security, and testing.

Phase 5: Performance of a feasibility 
assessment with clearly defined use cases 
to determine clinical utility, understand 
functionality within the clinical workflows, 
identify sources of risk, and conduct a 
prospective comparative impact study.

Phase 6: Implementation in daily 
clinical practice with regular monitoring, 
maintenance, updating, and auditing.30

Gaps in the literature remain, but guidance exists 
to facilitate due diligence in the deliberate devel-
opment and application of AI-based predictive 
models. The governance of AI is co-evolving with 
the field itself and should drive attention to contro-
versial AI-driven innovations, aim towards the social 
welfare, and promote the public trust.31 

Conclusion
The words bias, disparities, and algorithm do not 
appear in the ADA Principles of Ethics & Code of 
Conduct, but they do not need to. The principle 
of autonomy obliges dentists to become knowl-
edgeable of the systems that they use and be 
able to explain them and their alternatives to in-
form shared decision-making. The principle of 
nonmaleficence includes knowing the limitations 
of clinical interventions and refraining from caus-
ing known harms, such as those created by biased 
AI-driven decision models. The principle of be-

While, bias detection should be a part of any deliberative 
healthcare AI decision-making process, the current 
regulatory atmosphere is a typical patchwork that balances 
market forces and typical consumer protections that do not 
consistently attend to systemic inequities, if at all.25
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Artificial Intelligence (AI) brings with it the potential for vast 
possibilities concerning evolution and innovation. Integrating 
AI into dentistry will allow practitioners to detect illness and 

disease early and allow for better recordkeeping and streamlining 
of clinical processes. However, such technological advancement is 
inaccessible to rural residents because of insufficient infrastructure. 
Without addressing ethical concerns regarding access, justice, 
beneficence, and nonmaleficence, rural communities risk further 
marginalization as dentistry adopts and promotes AI technology.
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While technological advances in healthcare deliv-
ery and their continual refinement are essential for 
societal progress, innovators and practitioners must 
recognize those left out of this evolution and the 
consequences for individuals and communities. In-
corporating artificial intelligence (AI) into dentistry 
offers a range of benefits but has implications for 
oral health inequity that must be considered. Given 
the ramifications of poor oral health,1 this is a critical 
issue in health services, particularly in rural commu-
nities where poor oral health consequences may be 
more common.2  

A lack of adequate transportation options, includ-
ing public transit, makes traveling to healthcare 
services complex in rural communities,3 where the 
average distance to the nearest healthcare facility is 
10.5 miles.4 Additionally, many rural residents lack 
medical and dental insurance. While Medicaid can 
assist those with financial hardships, dental services, 
if available at all, are limited to preventive care (e.g., 
cleanings, dental exams, and sealants) and are often 
only offered to children.5 Consequently, many adults 
are driven to delay dental services until the need is 
urgent, resulting in visits to the hospital emergency 
room. This reliance on emergency dental care con-
tributes to an annual expenditure cost of approxi-
mately $1.7 billion to the US healthcare system,6 a 
figure that will only increase with continuous neglect 
of rural areas. 

Common themes exist in urban and rural commu-
nities; however, distinctions in population, develop-
ment, and social mobility set the latter apart. These 
factors challenge the traditional ways practitioners 
deliver healthcare services to rural residents. When 
strategically researching and discussing solutions 
to rural communities’ unique medical issues, under-
standing the ethics of those solutions helps create 

a framework that fosters positive impacts. It also as-
sists in preventing unjust outcomes. In the face of 
technological innovation, rural communities need 
solutions that address the inequalities and inequities 
their geolocation presents. While ongoing discus-
sions center around advancing the dental profes-
sion, there remains a central concern: Without ad-
dressing ethical concerns regarding access, justice, 
beneficence, and nonmaleficence, rural communi-
ties risk further marginalization as dentistry adapts 
and promotes AI technology.

The Ethical Issues
One of the primary goals of using AI in dentistry is to 
save the practitioner and patient time and resources 
by optimizing diagnostic and preventive care.7 Den-
tistry can achieve this goal by utilizing AI’s ability to 
detect diseases earlier than human ability. Dentists 
can often identify health conditions early because 
symptoms of many diseases and infections appear 
in the oral cavity before manifesting in other plac-
es in the body.8 Moreover, AI can identify potential 
risks for non-oral diseases, such as osteoporosis, by 
discerning patterns and correlations when diagnos-
ing medical conditions.9  Dentists expect to use AI 
technology to enhance patient care by leveraging 
its ability to detect subtle changes, which assists in 
determining the most effective treatment strategies 
and minimizes the probability of misdiagnoses.10 The 
early detection capabilities of AI allow healthcare 
professionals to optimize the management of medi-
cal resources. Its ability to diagnose various medical 
conditions typically leads to improved survival and 
recovery rates. However, it is who has access to these 
life-saving services that stimulate ethical debate.

There is a difference between acknowledging the 
complex challenges that rural areas face that result 

One of the primary goals of using AI in dentistry is to save the practitioner 
and patient time and resources by optimizing diagnostic and preventive 
care.7 Dentistry can achieve this goal by utilizing AI’s ability to detect 
diseases earlier than human ability. Dentists can often identify health 
conditions early because symptoms of many diseases and infections appear 
in the oral cavity before manifesting in other places in the body.8
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in health disparities and discussing how innovators 
and health professionals have overlooked these ar-
eas when conferring healthcare’s future. Many schol-
ars have reported the statistics and facts supporting 
rural America’s unmet health needs. What is lacking 
in the public square is the realization that discussions 
regarding the advancement of healthcare often fail 
to recognize how the challenges of the rural areas 
disqualify those residents from the futuristic and cut-
ting-edge opportunities the healthcare profession 
hopes to develop and utilize. Without strategical-
ly and purposefully prioritizing rural residents, the 
injustice gap will widen. Dental professionals must 
address their ethical responsibilities to the under-
served in the face of technological advancement 
within healthcare. Studies show that rural residents 
are more likely to die prematurely from their health 
problems than urban residents.11 When scholars cat-
egorize the statistics by race, Black rural residents 
experience worse overall health than white rural 
residents,12 with severely unmet health needs by 66 
percent (66%) to 40 percent (40%).13 Even with the 
knowledge that technological advancements can 
help reduce the probability of adverse outcomes in 
all persons, there is a constant lack of discussion of 
how to grant all people access. 

Access
In 2022, the American Dental Association (ADA) sup-
ported a workgroup, the Standards Committee on 
Dental Informatics (SCDI), which released White Pa-
per No. 1106 for Dentistry.14 This document details 
the advancements AI has made possible and fore-
casts its impact on the profession in the foreseeable 
future. What is missing is a discussion concerning 
the process by which all communities are to access 
such technology, including rural America. Due to ac-
cess barriers, approximately 20 percent (20%) of the 
nation’s population may find the information within 
this document hollow, as this percentage resides 
within classified rural areas.15 

While some can argue that the SCDI crafted White 
Paper No. 1106 for Dentistry with only the practi-
tioner’s education in mind, each practitioner is still 
responsible for determining for whom these state-
of-the-art detailed services will benefit within their 
practice. General dentistry is perceived as necessary 
for overall health.16, 17 While limiting access to elec-
tive cosmetic services to those who can afford them 
may be justifiable, restricting access to services as 
needed for general health denies the underserved 
distributive justice. 

Justice
Often missing in discussions about the future of 
healthcare is the accountability to ensure rural res-
idents are afforded the same opportunities as their 
urban counterparts. Responsible Research and In-
novation (RRI) is an approach that focuses on how 
research and innovation create power imbalances 
between stakeholders.18 The RRI approach calls for 
innovators to consider the purpose of the designed 
technology and their target consumers within the 
early stages of development.19 Innovators who re-
search potential structural barriers hindering access 
to their target audiences have a greater chance of 
addressing those obstacles. If they appropriate-
ly conduct RRI within rural areas, innovators could 
address and likely reduce or eliminate many well-
known challenges.

Partnerships among dentists and other medical 
professionals, such as physicians, optometrists, and 
psychologists, could address the overall health-
care needs of the rural community and help bring 
awareness to the complex healthcare issues these 
communities endure. Such an interprofessional co-
alition could shed light on the challenges of living 
in remote areas and ensure continuous advocacy, 
accountability, and oversight toward meaningful 
change in how innovators and practitioners offer 
healthcare in America. 

PERSPECTIVE
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Partnerships among dentists and other 
medical professionals, such as physicians, 
optometrists, and psychologists, could address 
the overall healthcare needs of the rural 
community and help bring awareness to the 
complex healthcare issues these communities 
endure. Such an interprofessional coalition 
could shed light on the challenges of living in 
remote areas and ensure continuous advocacy, 
accountability, and oversight toward 
meaningful change in how innovators and 
practitioners offer healthcare in America. 
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Practitioners should continue to search for solutions to center those outside 
the margins of care to ensure all persons receive the general care they need. 
The discussions concerning the future of healthcare should include all 
persons, including rural residents. It is this inclusivity that promotes and 
fosters strong and meaningful patient-dentist relationships. 

It is unethical to discriminate against people based 
on geographical location. Geographical discrimina-
tion impacts how people in rural areas receive care. 
The ADA Principles of Ethics and Code of Conduct 
(Section 4) charges the dentist to express the princi-
ple of fairness through allyship with other community 
leaders on specific activities to help improve access 
to care for all people.20 Less fortunate and underpriv-
ileged citizens in rural areas are owed the assurance 
of technological and geographical justice. 

Beneficence and Nonmaleficence
As with all technological innovation, as advance-
ments become standardized, older techniques and 
practices become less utilized. Thus, keeping all 
health professionals updated with the latest infor-
mation and technology is vital. Patients risk injury 
and death if health professionals fall behind in edu-
cational progressions. According to the ADA Princi-
ples of Ethics and Code of Conduct, the privilege for 
dentists to be considered a professional. Because of 
this, dentists have an obligation to keep their knowl-
edge and skills current.  

Often, the practitioners who work in rural areas need 
more resources such as broadband, funding, pro-
fessional development opportunities, and trained 
and educated staff. These are all required to benefit 
from the advancements that arise with AI. Thus, the 
disparities between professionals, not just patients, 
become an ethical issue concerning justice. 

Conclusion 

The bioethical principles help identify missed op-
portunities and overlooked discussion points. The 
principles should lead one to an ethical course of 
action. The ADA masterfully centers the patient with-
in the ADA Principles of Ethics and Code of Con-
duct, teaching their practitioners the importance of 
the patient-dentist relationship. However, there must 
be a recognition that for practitioners to center the 
patient within care, both practitioners and patients 
must first have access to it. 

Teledentistry has successfully allowed some rural 
individuals without regular access to dentists to re-
ceive dental care.22 The online service is crucial in 
reducing healthcare costs by curbing the frequen-
cy of emergency room visits and costly procedures, 
primarily driven by those unable to receive dental 
care. Unfortunately, the service may be unavailable 
to all persons in remote areas due to limited and 
insufficient infrastructure. However, this technology 
has been a step in the right direction. Practitioners 
should continue to search for solutions to center 
those outside the margins of care to ensure all per-
sons receive the general care they need. The dis-
cussions concerning the future of healthcare should 
include all persons, including rural residents. It is 
this inclusivity that promotes and fosters strong and 
meaningful patient-dentist relationships. 

PERSPECTIVE
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The computer in the dental office, 
especially at chair side, provides both 
“high tech” and “high touch” benefits.
Single entry of data has the benefit 
of accuracy and time savings. It also 
makes data available regarding the 
practice in an easy-to-use fashion.
Some suggestions are offered to 
those contemplating the addition of 
a computer system to their offices.

There is a fundamental change taking place in 
how computers are being used in the dental 
office. Dental computers are being used for 

more than just bookkeeping and are making their 
way into the treatment rooms. This basic shift in 
use and vision for computers goes by a number of 
names, “clinical work stations,” “frontdesklessness,” 
and the “paperless office.” Some of these ideas 
seem pretty extreme at first, but once you under-
stand why and how, the transition is inevitable, and 
it will transform the way we manage our dental prac-
tices forever.

“High Tech — High Touch”
John Naisbitt the author of the best selling book 
Megatrendr coined the phrase “High Tech—High 
Touch.” Naisbitt noted that people really do like 
high tech. That is they like the excitement of it, 
they like the change, the novelty, the speed and 
rapid access to information, they like new and 
innovative ways of doing things. But they don’t 
like being depersonalized. They don’t like being 
turned in to a number or “digitized.” If they per-
ceive that technology is taking over, if the tech-
nology is more important than they are, then high 
tech back lash results.
The challenge, according to Naisbitt, is to provide 
the high tech innovation people want and busi-
nesses need and at the same time to provide the 
personal high touch relationships people demand.
Dentistry is a perfect example of a “high tech—high 
touch” profession. Dental patients really do want 
their dentist to be up to date, using the latest and 
best methods. They want and even expect their 
dentist to be state of the art, cutting edge tech-
no perfect. And yet at the same time what most of 
them really want even more is a personal one on 
one relationship with their dentists. They want to 
be recognized and appreciated as an individual 
human being. They crave high touch.

FROM THE ARCHIVES

The Future Is Coming  
and it Will Be Amazing: 
Computers in Dentistry
Lawrence F. Emmott, DDS

Article reprinted from the Joural of the American College of Dentists 
Summer 2000, Volume 67, Number 2
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With that in mind it is appropriate to begin a discus-
sion of computers in dentistry not with computer 
systems but with human systems.

Putting Dentistry and People First
Computer enthusiasts or sales people often make 
the mistake of jumping into dentist’s lives with won-
derful stories and demonstrations of what comput-
ers can do. They are so focused on the computer 
they miss what is really important to the dentist, 
which is the daily grind of dental practice. It is hard 
for a dentist who is worried about crown margins 
and insurance hassles to become excited about 
computers unless the dentist can see a real high 
touch relationship to daily practice.
So, what happens in daily practice? Dentists diag-
nose and treat dental disease. Once a dentist diag-
noses a dental condition and proposes a treatment, 
a series of steps is begun to properly document and 
communicate the procedure.
These same steps are required whether or not the 
dental office is using a computer. Following are the 
communication and documentation steps most 
dental offices would commonly follow on paper to 
complete a simple single procedure. The process 
almost always happens this way. The dentist, den-
tal patient, and dental assistant are all sitting in the 
treatment room. The dentist peers into the patients 
mouth and says something like “tooth number 
three needs a crown.” The assistant then makes a 
mark on the patient’s tooth chart almost always in 
red, outlining or highlighting tooth number three 
in some way. That is the first documentation step. 
Then a treatment plan of some sort is made. There 
are virtually dozens of ways this can be done but 
in all of them someone writes down “tooth number 
three crown.”
The patients are then sent to the front to be sched-
uled. Before they make an appointment they al-
most always ask, “How much will this cost and what 
will my insurance pay?” At this time the dental staff 
member will give the patient an estimate, prepare 

an insurance pre determination form, make an ap-
pointment in the book, and give the patient an ap-
pointment card. At a minimum the staff member 
will write “tooth number three crown” on all four 
pieces of paper. The staff member will also write 
the patient’s name, the fee, insurance codes, and a 
lot more in some cases.
When the patient returns for treatment another 
whole series of documentation and communica-
tion steps begins. These include the daily schedule, 
chart notes, lab slip, chart update, ledger, receipt, 
day sheet, and insurance claim. Once again the 
dentist and staff must write “tooth number three 
crown” and usually a lot more on all of these forms. 
But that isn’t the end of it; the patient still needs to 
come back for a seating appointment. That means 
another book entry, an appointment card, a daily 
schedule, and then more chart notes.
The final step is payment. This could include pay-
ment entries to the ledger and monthly billing 
statements. Again there are half a dozen ways to 
do this, but most of them require the dental staff to 
again write “tooth number three crown.” 
If you go back and add up all the entries, there 
are up to twenty times the dentist or dental staff 
must write “tooth number three crown,” usually 
along with a lot more general information such as 
the patient’s name, social security number, insur-
ance codes, fees, and on and on. And these twenty 
entries represent one procedure for one patient. 
If you start adding up all the patients and every 
procedure the paper work burden is staggering. 
If that isn’t frightening enough keep in mind that 
every time an entry is made there is a chance to 
make an error.

Single Entry
There are some things computers do well and there 
are some things they don’t do well at all. One thing 
computers do very well is the same thing over and 
over again. They do it very accurately, very quickly, 
and they never get bored with it. That means that 
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with a good computer system the dentist only has 
to enter “tooth number three crown” one time. The 
computer will then transfer that information to all 
the other places it is needed. It will attach the other 
information such as fees and insurance codes au-
tomatically. It will do it instantly and accurately. This 
feature is called single entry.
The single entry feature of a computer system has a 
profound effect on the human systems of a dental 
office. Single entry frees the staff to do other things, 
such as care directly for the patient. It speeds up 
the communication process, saves time, and reduc-
es errors. It reduces stress and makes dental staff 
jobs more meaningful and human directed. The 
single entry concept is very important because it 
answers the fundamental question, “What the heck 
does a dentist need a computer for anyway?” and it 
leads to most of the advanced features and uses of 
computer systems in dentistry.
For example, the two most critical entries from the 
list above are diagnosis and completion of treat-
ment. Both of these events take place in the treat-
ment rooms. If you do not have treatment room 
based computers then you can not do true single 
entry and must rely on notes or other person to per-
son communication. The dentist must make a pa-
per chart entry then take it to a computer to enter 
it again. Everything is done at least twice and there 
is more chance for error. Using the power of the 
computer for single entry to speed production and 
reduce error is the goal and treatment room based 
computers are a logical extension of the goal. 
Once the dentist makes the shift and puts the com-
puter in the treatment room then other possibilities 
follow. If you can access the schedule in the treat-
ment room via the computer then why not schedule 
the patient. The only reason we sent them up front to 
schedule before was because that’s where the paper 
book was. If you can access patient information such 
as medical notes and progress notes on the comput-
er then why make a paper record. Electronic notes 
are easier to access, more complete, easier to store 

and transmit and contrary to popular conceptions 
are actually safer than paper records provided the 
office follows proper back up procedures. Also now 
that all the treatment and patient data are stored 
in the computer why print or write up an insurance 
form? Just send the data electronically with electron-
ic claims. When the dentist reaches this point then 
clinical work-stations or computers in the treatment 
rooms makes more sense. “Front-desklessness” or 
scheduling from the back seems logical. And the 
“paperless” office becomes possible. 
More possibilities. If the computer is already in the 
treatment room then it is easier and less expensive 
to add on extras such as digital x-ray, digital intra 
oral camera images, cosmetic imaging, patient ed-
ucation programs, drug and prescription programs, 
and to present complete treatment plans with accu-
rate estimates and insurance information chair side.
To restate all this in another way: Advanced totally 
integrated, multiple application, chair side, com-
puter systems are the ultimate dental version of 
“high tech.” But the successful high tech dental of-
fice rarely starts with this in mind. Instead the first 
concern is human “high touch.” How can I do the 
better job faster and with fewer errors? How can 
I serve my patients better and faster and cater to 
their needs? How can I make my staff members’ 
jobs easier and more rewarding?  And finally, how 
can I use the things computers do well to help me? 
The answer to all these questions is single entry 
computer use. From that everything else follows. If 
you start with the ultimate high tech office as the 
goal in itself with out the human “high touch” ben-
efits in mind it doesn’t make much sense. Dentists 
then rarely see the value or benefit in the “high 
tech” dental office.
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Bonus Information
The second thing that computers do very well is 
that they can store and sort data very quickly and 
completely. A computer can keep track of tremen-
dous volumes of information that humans could 
never possibly follow. And the computer can do it 
faster, more accurately, and much less expensively 
than a human being. The single entry process cre-
ates vast amounts of data a dentist couldn’t possi-
bly collect by hand and it can be used to monitor 
how the practice is doing and to keep track of pa-
tients needing treatment. This is an extra, the initial 
goal was single entry, collecting and using data for 
management purposes is another logical extension 
of the goal.
The type of data and how it is related is almost 
unlimited. The dentist can now examine virtually 
any aspect of the practice using the numbers col-
lected with the single entry process. The obvious 
information is the things we have always checked, 
like gross production and collections, past due 
accounts, and insurance tracking. But now with a 
sophisticated computer system you can monitor 
treatment diagnosed. What is the average amount 
you diagnose? What procedures do you do the 
most of? How much of the work you diagnose is 
accepted? How much time do you spend on cer-
tain procedures? Which insurance companies pay 
the fastest? Which local employers do most of your 
patients work for? You can track down people who 
need work done but have just put it off and never 
been scheduled. You can even combine the data 
with word processing to produce marketing letters 
to reactivate inactive patients. 
In fact the data and what can be done with it can be 
easily overwhelming. Some dental offices see how 
overwhelming it is and say that’s just too much I 
can’t use that; I don’t need that. However they fail to 
realize the real first step with the computer is single 
entry. The data and what can be done with it is just 
extra. And even more importantly, it is collecting, 
understanding, and using data wisely that is at the 
heart of the information automation revolution. It 
may certainly seem overwhelming but understand-
ing and using information is the essence of the fun-

damental changes sweeping dentistry. Those who 
understand and embrace the information age will 
profit from it.

Getting Started 
Two things are required to help an office get the 
most out of new technology. First the dentist must 
be involved and committed to the process. It is 
amazing how many dentists do not want to have 
anything to do with the computer. In fact some of 
them seem to be actively hostile. The dentist will 
never get the full benefit of the system unless he or 
she takes the lead and actively uses the computer. 
The improvements in office efficiency and the ben-
efits from easy access to practice and financial data 
will easily pay for the system and ultimately increase 
office income. However it is unbelievable how many 
dentists not only don’t use the system but actively 
undermine office productivity by refusing to use 
the systems they have paid for. For example, some 
offices use an electronic scheduler but still keep a 
paper book. That is absurd; burn the book.
Once the dentist is committed, the next step is to 
get the staff involved and learn to use the whole 
system. One good way to do this is to develop a se-
ries of goals and rewards. Another means is to plan 
continued training on a regular basis. Some really 
motivated offices may want to try to do everything 
all at once but this can also cause problems. Peo-
ple and groups can only accept so much change at 
once. If you try and force things too quickly you may 
burn people out, indirectly sabotage your plans 
and lose staff members. Another common problem 
is people who want to read the entire manual and 
know it all before they start. Computer programs 
really don’t work that way. Some basic training and 
understanding of the software is required but the 
best way to really learn a complex software pro-
gram is to use it.
Set goals throughout the first year after you get a 
new system. Then reevaluate where you stand after 
that year and plan for new goals for the next year. 
Tie a reward to each goal. Money is always nice, but 
other rewards can be used as well. For example an 
office lunch or some small computer related gifts. 
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Budget 
The final element is the budget. There are many 
costs associated with advanced technology be-
sides the price of the software. These include hard-
ware, networking, set up, training, future training, 
support, updates, and accessories. Anticipating 
these costs and planning for them will make your 
technology acquisition easier and it will pay off in 
greater value. 
According to an article in Investor’s Daily the av-
erage health care office spends 2% of revenue on 
technology. That includes hospitals as well as phy-
sicians and dentists. In addition the article noted 
that businesses in general spend an average of 
10% of gross revenue on technology. Therefore 
an average dental office should plan to invest at 
least 2% of gross income in technology on an an-
nual basis. For a typical single practitioner with a 
$450,000 gross the annual investment should be 
at least $9,000. A better budget would be 5-7% 
or more for an aggressive “high tech” office. That 
translates into $22,000 to $32,000 per year. 
In addition to training, dentists need to budget 
for hardware replacement. Plan on replacing your 
computer hardware every three to four years. You 
will not need to replace it because it wears out 
but because it will no longer be powerful enough 
to run current software. A good method to do this 
is to cycle or replace one third to one fourth of the 
computers every year. If, for example, you have 
six computers replace one or two every year. That 
keeps the office more up to date and spreads the 
cost out over time.
Another continuing cost will be support, software 
upgrades, and new software. There are a whole 

bunch of software programs used in dentistry be-
sides basic practice management. These include 
operating systems, word processing, check book 
and accounting, voice recognition, faxing, back 
up, human resources, utilities, as well as special 
dental programs like imaging, eclaims, or x-rays. 
All of these programs will need to be purchased, 
installed, supported and upgraded. All of that will 
cost more money. The point is not to be discour-
aged by the costs; wise technology investments 
will pay for themselves. The point is to be prepared; 
don’t be surprised by these ongoing expenses and 
plan a technology budget.
A great computer system won’t overcome a bad 
dental office manager any more than a great hand 
piece will make you a good dentist. Training and 
developing the people in the office, including the 
dentist, to use advanced technology effectively is 
at least as important as the hardware and software 
components. Dental office computer systems with 
chair side terminals are not just gimmicks using 
fancy toys but they will increase efficiency, save 
money, and quickly pay for themselves. 
Computers in the treatment MOMS, frontdeskless-
ness, the paperless office, digital images, informa-
tion management, and much more are all coming 
to dentistry. And they are going to come because 
they will make the way we practice better. Just like 
the high speed air turbine hand piece changed 
dentistry forever, new dental computer systems will 
change how we practice forever. Some dentists will 
hold back and fear change or even resent it. Oth-
ers will embrace new technology and grow with it. 
But what ever your personal attitude one thing is 
certain, the future is coming and it will be amazing!
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